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Test for normality: Data exploration

Remember to install these packages beforehand:- "tidyverse", "stargazer", "magrittr",
"car" . Refer previous notes on ways to set up the same.

Console



Distribution is left skewed

Distribution is right skewed
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Test for normality: Visual Inspection

Plots pane
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Shapiro-Wilk test for normality

# H0: normality, Ha: non-normality

If p-value<0.05, the variable is not normally distributed.
Console

Hypothesis testing: t-test for coefficient significance

Script Editor

If t-statistic is in the rejection region then reject null, the coefficient is
significant
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Since , t stat> t critical, we reject the
null hypothesis for exper, concluding that

exper has a statistically significant
effect on wage.



P-value for a lower one-tailed test of negative coefficient
H0: beta[exper]>=0; H1: beta[exper]<0 
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Hypothesis testing: Comparing p-value with significance level (usually 5%)

P-value for a two-tailed test of coefficient significance
H0: beta[exper] = 0; H1: beta[exper] not equal to 0

P-value for an upper one-tailed test of positive coefficient
H0: beta[exper]<=0; H1: beta[exper]>0

If p-value < significance level then reject
null, coefficient is significant
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Hypothesis testing: Calculating confidence intervals
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<------- Critical value at 5% significance level 

<------- Lower bound at 95% confidence level
<------- Upper bound at 95% confidence level

Console

If confidence interval does not contain 0 then
reject null, coefficient is significant

Commonly used z-values for both one-tailed and two-tailed tests at various confidence levels

The three methods of comparing t-statistic with critical values, p-value with
significance level, and confidence intervals lead to the same conclusion.
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F-test for single coefficient significance is an alternative to t-test.
[1]The first step involves estimating the unrestricted model, which includes all the
explanatory variables and the restricted model(excluding the variable of interest).
[2]Next, we formulate the null hypothesis (H₀) that the coefficient of the variable of
interest is equal to zero (no effect). The alternative hypothesis (H₁) suggests that
the coefficient is not equal to zero (the variable does have an effect).
[3]The next step is to calculate the sum of squared residuals (SSR) of both models. 
[4]After estimating the model, we calculate the F-statistic, which compares the
restricted model  with the full model. The F-statistic is computed as the ratio of the
difference in the sum of squared residuals between the two models to the number of
restrictions, divided by the residual mean square error from the full model.i.e. F-
stat = ((ssr_r-ssr_ur)/q) / (ssr_ur/(n-k-1))
[5]The final step involves comparing the calculated F-statistic to the critical value
from the F-distribution at a given significance level (usually 5%). If the calculated
F-statistic exceeds the critical value, we reject the null hypothesis, indicating that
the coefficient is significantly different from zero.
[#] The steps [1] to [5] can be avoided using the Linear hypothesis test that gives
the F test results in a single command.
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Note: The F-statistic is different from the t-statistic for the coeff on exper, but
the p-value is same for the F-test and t-test.

q= number of restrictions (here 1 as just one variable is restricted
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F-test for joint coefficient significance 

As above, the same can also be done elaborately or (as shown below) can be done using
the Linear Hypothesis test.

Console

F-test for overall significance of regression 
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Lagrange Multiplier test for coefficient significance

The Lagrange Multiplier (LM) test for coefficient significance is used to test if a
particular coefficient in a regression model is significantly different from zero, without
estimating the full model. The test begins with the specification of the null hypothesis
that the coefficient is zero, and the alternative that it is non-zero. The LM statistic is
computed using the difference between the unrestricted model (which includes all
variables) and a restricted model (where the coefficient of interest is set to zero). The
statistic is then compared to a Chi-square distribution with degrees of freedom equal to
the number of restrictions. If the LM statistic exceeds the critical value from the Chi-
square distribution, the null hypothesis is rejected, indicating that the coefficient is
statistically significant.
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# Unrestricted model: 
# wage = beta0 + beta1*educ + beta2*exper + beta3*tenure + beta4*female + u
# H0: beta[exper]=0 beta[tenure]=0
# Restricted model: wage = alpha0 + alpha1*educ + alpha4*female + e
# Regress dependent variable on the restricted set of independent variables

Console

You can directly write the values of n and R_e2 by looking at their
corresponding values from the result of the model_ehat (command-
summary(model_ehat)) from the console or you can use the commands n <-
nobs(model_ehat) and R_e2 <- summary(model_ehat)$r.squared beforehand as
shown here.

# If p-value < 0.05 then reject null, coefficients are jointly significant
# If LM-stat > chi2 critical value then reject null, coefficients are
jointly significant


